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Abstract Climate change is known to cause deoxygenation in the open ocean, but its effects on eutrophic
and seasonally hypoxic estuaries and coastal oceans are less clear. Using Chesapeake Bay as a study site, we
conducted climate downscaling projections for dissolved oxygen and found that the hypoxic and anoxic
volumes would increase by 10–30% between the late 20th and mid‐21st century. A budget analysis of
dissolved oxygen in the bottom water revealed differing physical and biogeochemical responses to climate
change. Sea level rise and larger winter‐spring runoff led to stronger stratification and large reductions in
the vertical oxygen supply to the bottom water. On the other hand, warming led to earlier initiation of
hypoxia, accompanied by weaker summer respiration and more rapid termination of hypoxia. Decreasing
solubility due to warming accounted for about 50% of the reduction in the bottom‐water oxygen content.

1. Introduction

Dissolved oxygen (O2) concentration has been declining in both the open ocean and coastal waters
(Breitburg et al., 2018; Diaz & Rosenberg, 2008). In the open ocean, the oxygen loss is primarily linked to
global warming and other climate change effects (Levin, 2018; Schmidtko et al., 2017; Stramma et al.,
2008). Among the most relevant deoxygenation drivers, warming reduces ventilation of deeper waters due
to stronger stratification in the upper ocean and decreases oxygen solubility (Keeling et al., 2010) while rais-
ing microbial metabolic rates and oxygen consumption (Deutsch et al., 2011). In estuaries and coastal
oceans, the depletion of oxygen in bottom water has occurred at faster rates than the open ocean (Gilbert
et al., 2010) and has been traditionally attributed to nutrient and organic matter loading from the surround-
ing watershed and rivers (Fennel & Testa, 2019; Kemp et al., 2009; Rabalais et al., 2014). Nevertheless, there
is increasing recognition that climate change can also significantly affect hypoxia in estuarine and coastal
waters (Altieri & Gedan, 2015; Bendtsen & Hansen, 2013; Claret et al., 2018; Justic et al., 2003; Meier
et al., 2011).

Climate change and climate variability can affect physical processes regulating the supply of O2 to the bot-
tomwater. In coastal and estuarine waters, freshwater input sustains the stratification that contributes to the
formation of summer oxygen depletion. As a consequence, variations in the hydrologic cycle can affect the
extent of hypoxia from interannual to long‐term time scales (Du et al., 2018; Yu et al., 2015; Zillén et al.,
2008). Wind affects O2 by regulating mixing and advection of O2 to the bottom water (Feng et al., 2012;
Scully, 2013, 2016a; Wilson et al., 2008). Climate change and climate variability can also affect biogeochem-
ical processes that consume O2 in the water column and sediment. Nutrient loading from river runoff was
shown to drive interannual hypoxia variations by regulating phytoplankton growth and water column
respiration (Justic et al., 2002; Li et al., 2016). Similarly, Große et al. (2016) found that biological production
is a major driver of oxygen deficiency in some parts of the North Sea.

With climate change projected to accelerate in the 21st century, it is important to take into consideration its
effects when modeling hypoxia in estuarine and coastal waters and developing nutrient management stra-
tegies (Breitburg et al., 2018). Using an ensemble of coupled physical‐biogeochemical models driven by
regionalized global climate model (GCM) outputs, Meier et al. (2011) projected that the hypoxic and anoxic
areas in the Baltic Sea will increase in the future climate. This regional deoxygenation is caused by reduced
oxygen solubility and intensified internal nutrient cycling, both of which result from increased temperature.
Model simulations also showed that the warming induced decline of oxygen solubility and intensified
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stratification will lead to significant decrease of bottom‐water O2 in the North Sea and Gulf of Mexico by the
end of 21st century (Laurent et al., 2018; Meire et al., 2013). In a recent modeling study, however, Saraiva
et al. (2019a) found that the effects of climate change are smaller than the effects of considered nutrient load
changes in the Baltic Sea.

Chesapeake Bay, the largest estuary in the United States, is characterized by high biological productivity and
abundant fishery resources. It is a partially mixed estuary with a deep central channel where summer
hypoxia mostly occurs. Hypoxia in Chesapeake Bay experienced dramatic expansion due to nutrient enrich-
ment between the 1950s and 1980s but has stabilized since the mid‐1990s (Hagy et al., 2004). Water column
oxygen consumption accounts for most of the oxygen demand and drives the interannual variations of
hypoxia in the bay (Kemp et al., 1997; Li et al., 2016). Freshwater discharge sustains the stratification that
contributes to the formation of summer low‐oxygen water (Scully, 2016b; Zhou et al., 2014). Chesapeake
Bay has experienced rapid climate change in recent decades, including rapid warming and accelerating rela-
tive sea level rise (Boon & Mitchell, 2015; Ding & Elmore, 2015). Therefore, there is increasing recognition
and concern about climate change impacts on Chesapeake Bay (Najjar et al., 2010).

Two recent modeling studies have examined the impacts of climate change on hypoxia in Chesapeake Bay,
but they were forced by simplified changes from climate model projections. Wang et al. (2017) investigated
the individual and combined effects of warming and sea level rise by 2050. Summer anoxic volume was esti-
mated to increase by 1.4% due to warming, but sea level rise resulted in a 12% reduction in the anoxic
volume. In addition to warming and sea level rise, Irby et al. (2018) considered the effects of altered river
flows. They found that warming reduced oxygen solubility year around, changes in precipitation and river
flow fueled increased primary production, and sea level rise increased bottom‐water O2 but decreased O2

at mid‐depths. Irby et al. (2018) found that the overall impact of climate change will be to lower O2 in
Chesapeake Bay, but its potential impact is significantly smaller than the improvement in O2 due to planned
nutrient reductions.

The Baltic Sea studies of Meier et al. (2011) and Saraiva et al. (2019b) presented results from ensemble simu-
lations to account for climate uncertainty. This multimodel projection would generate probabilistic and
practical impact assessment. However, this approach has not yet been implemented in Chesapeake Bay; pre-
vious studies were only based on sensitivity analyses to individual climate change factors or their combined
effects (Irby et al., 2018; Wang et al., 2017). They cannot be directly used to make projections for estuarine
hypoxia for the future climate. The natural climate variability and connections within the climate system
(e.g., the relationship between temperature, precipitation/evapotranspiration, and river discharge change)
were also missing in their studies. Therefore, this study utilizes multiple bias‐corrected climate projections
from high‐resolution regional climate models (RCMs) to drive a coupled physical‐biogeochemical model
and assess the impacts of future climate change on Chesapeake Bay hypoxia. As a large eutrophic estuary
with a long history of seasonal hypoxia, Chesapeake Bay is well suited as a representative study site, and
the climate downscaling modeling approach developed here is applicable to other estuaries and
coastal oceans.

2. Method

To project future changes in Chesapeake Bay hypoxia, we used a coupled physical‐biogeochemical model
that was shown to be skillful in hindcast simulations (Li et al., 2016; Testa et al., 2014) and forced it primarily
with downscaled climate projections from the North American Regional Climate Change Assessment
Program (NARCCAP; Mearns et al., 2007). NARCCAP uses a dynamic climate downscaling approach by
embedding fine‐resolution (about 50 km) RCMs of North America into GCMs from the Coupled Model
Intercomparison Project Phase 3 (CMIP3; Figures 1a and 1b and Table 1). Simulations are available for a his-
torical period (1971–2000) and themid‐21st century (2041–2070) under themedium‐high A2 greenhouse gas
emissions scenario (Nakićenović et al., 2000). Although GCMs results from CMIP5 (Phase 5) are now avail-
able, some high‐resolution RCMs outputs needed for driving the estuarine model are not yet available
(Giorgi & Gutowski, 2015).

The Chesapeake Bay model consists of two submodels. The physical model, based on the Regional Ocean
Modeling System (ROMS, Shchepetkin & McWilliams, 2005; Haidvogel et al., 2008), has 82 × 122 grid
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points (~1‐km resolution) in the horizontal direction and 20 vertical layers with the maximum depth of 40 m
in the deep channel (Figures 1c and 1d, Li et al., 2005). ROMS is forced by daily river flows at eight major
tributaries, by wind stress and heat fluxes at the sea surface, and by sea level and climatologies of
temperature and salinity at the open boundary. At the offshore boundary, the sea level consists of tidal
and nontidal forcing (Egbert & Erofeeva, 2002; Li et al., 2005; Table 2). RCM projections for
meteorological variables are at 3‐hourly intervals and include surface air pressure, relative humidity and
air temperature at 2 m above the surface, downwelling longwave radiation and net shortwave radiation at
surface, and wind speed at 10 m above the surface. These variables were used to calculate the air‐sea
fluxes of momentum and heat using the standard bulk formulae (Fairall et al., 2003). To correct the biases
in the NARCCAP meteorological outputs, we applied the empirical quantile mapping method, using
historical data from the North American Regional Reanalysis as the observational reference
(Gudmundsson et al., 2012; Mesinger et al., 2006; Wood et al., 2004). The cumulative distribution
functions and quantile functions were constructed separately for each calendar season (December–

Figure 1. (a) NARCCAP Regional Climate Model domain in North America. The black box indicates the location of
Chesapeake Bay. (b) NARCCAP modeling framework, including global climate models (in rectangles with solid line)
and regional climate models (bold font, in rectangles with dashed line). The model names in italics indicate the model
used in this study. The full model names and references are listed in Table 1. (c) Chesapeake Bay bathymetry. The solid red
line marks the along‐channel section used to plot the O2 distributions in Figure 4. (d) The grid for the ROMS‐RCAmodel.
The blue area marks the control volume used in oxygen budget analysis in Figures 7 and 11.
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February, March–May, June–August, September–November) for the historical period. For wind, the bias
correction was only made on the wind speed magnitude due to larger uncertainty in the climate model
projections for wind direction (Morrison et al., 2014) and the univariate nature of the quantile
mapping method.

The biogeochemical model is based on the Row‐Column Aesop (RCA) model, which consists of a water col-
umn component (Isleib et al., 2007) and a sediment diagenesis component (Brady et al., 2013; Di Toro, 2001;
Testa et al., 2013). RCA includes two phytoplankton groups, particulate and dissolved forms of organic car-
bon and nutrients (nitrogen, phosphorus, and silicon), and O2. The sediment model, which exchanges mate-
rials with the water column model, has one aerobic layer and one anaerobic layer and simulates the cycling
of carbon, O2, nitrogen, phosphorus, and sulfur. The RCAmodel for Chesapeake Bay is described in detail in
Testa et al. (2014). To simulate the historical period as a baseline to make future projections, the river inputs
of phytoplankton, particulate and dissolved organic carbon, and organic and inorganic nutrients were
obtained from Chesapeake Bay Program biweekly monitoring data (https://www.chesapeakebay.net/
what/data) at eight major tributaries. The ocean boundary inputs were acquired from the World Ocean
Atlas 2013 and Filippino et al. (2011; Table 2). Atmospheric deposition was not considered in this study.

To simulate the mid‐21st century, GCM projections for the Northwest Atlantic Ocean were used to prescribe
changes in the offshore boundary condition for ROMS‐RCA. The relative sea level rise was set to be the sum
of the CMIP3 sea level projection for the region (Mitrovica et al., 2009; Mitrovica et al., 2011; Slangen et al.,

Table 1
RCMs and GCMs in NARCCAP (From Mearns et al., 2012)

Abbr. Full name Reference

RCM CRCM Canadian Regional Climate Model Caya & Laprise, 1999
MM5 The Fifth generation Pennsylvania State University–National

Center for Atmospheric Research (NCAR) Mesoscale Model
Grell et al., 1993

HRM3 The Met Office Hadley Centre's regional climate model
version 3

Jones et al., 2003

RCM3 Regional Climate Model version 3 Giorgi, Marinucci, & Bates, 1993; Giorgi, Marinucci,
Bates, & De Canio, 1993; Pal et al., 2000, 2007

ECP2 Scripps Experimental Climate Prediction Center Regional Spectral Model Juang et al., 1997
WRFG Weather Research and Forecasting model Skamarock et al., 2005

GCM CCSM3 NCAR Community Climate System Model, version 3 Collins et al., 2006
CGCM3 Canadian Climate Centre Coupled General Circulation Model version 3 Scinocca & McFarlane, 2004; Flato, 2005
HadCM3 The Met Office Hadley Centre's climate model version 3 Gordon et al., 2000; Pope et al., 2000
GFDL Geophysical Fluid Dynamics Laboratory Climate Model version 2.1 GFDL Global Atmospheric Model Development Team, 2004

Table 2
Model Forcing in the Historical and Future Simulations

Boundary Historical period (1989–1998) Future period (2049–2058)

Atmosphere NARCCAP regional climate model outputs
with bias correction in 1989–1998

NARCCAP regional climate model outputs with bias
correction in 2049–2058

Ocean Sea level Tide (TPXO7) + non‐Tide (Duck) in 1989–1998 Based on historical sea level, add projected sea level
change due to thermal expansion, regional dynamics,
land glaciers and ice sheet and regional vertical movement

Salinity WOA monthly data with decadal average Same as historical
Temperature WOA monthly data with decadal average Based on historical, add monthly ocean water temperature

change projected by GCMs of NARCCAP
Nutrient WOA monthly data with decadal average, reference

values based on Filippino et al. (2011)
Same as historical

River Discharge USGS monitoring daily discharge in 1989–1998 Based on historical, multiply by the monthly scaling factor
from NARCCAP model projection on runoff

Temperature CBP biweekly measurement in 1989–1998 Based on historical, add future temperature increases
assuming at the same rate as Rice and Jastram (2015) for 1961–2010

Nutrient CBP biweekly measurement in 1989–1998 Same as historical
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2012) and the local sea level rise due to land subsidence (Miller et al., 2013; Zervas, 2009), following Boesch
et al. (2013) and Lee et al. (2017; Table 2). To set the temperature condition, we calculated the difference of
monthly mean water temperature between 1971–2000 and 2041–2070 from the GCM outputs and added this
difference to the historical climatology (Table 2). The GCM resolution mostly ranges from 1° to 2° in latitude
and 2° to 4° in longitude which is too coarse to fully resolve nearshore physical and biological processes
(Chapman & Beardsley, 1989; Fennel et al., 2006). One process is the northward shift of the Gulf Stream
which may influence the hydrography and biogeochemistry of Chesapeake Bay (Saba et al., 2016). In this
study the salinity and nutrient concentrations were assumed to remain the same at the offshore boundary
(Table 2).

RCMs in NARCCAP include basic land‐surface schemes that interact with the atmosphere to generate sur-
face runoff (Milly & Dunne, 2011), but they do not include hydrological models or river routing models that
can simulate streamflow. Here we assumed that future changes in river discharge Q can be approximated by
changes in the integrated runoff R over the watershed (Table 2). Climate‐induced changes in riverine nutri-
ent and organic matter loading were assumed to be caused by changes in the river flows only. Potential
impacts of nutrient management strategies (Linker et al., 2013) and climate‐induced changes in watershed
denitrification (Howarth et al., 2006; Schaefer & Alber, 2007) were not considered.

There are a total of 12 RCM‐GCM combinations in NARCCAP (Table 1, Mearns et al., 2012, 2013). Six of
these combinations have a complete data set available over Chesapeake Bay and its watershed. The projected
changes in surface air temperature over Chesapeake Bay and the winter‐spring Susquehanna River flow
between the late 20th and mid‐21st century are shown in Figure 2. All six models predict substantial
increases in the annual mean air temperature, with the ensemble mean of about 1.68 °C and a range from
1.35 to 1.95 °C (Figure 2a). The January–May Susquehanna River flow shows increases in five models, ran-
ging from a low of 92 m3 s−1 in RCM3_gfdl to a high of 600 m3 s−1 in ECP2_gfdl (Figure 2a). Figures 2b and
2c show the projected changes in monthly mean surface air temperature and monthly mean Susquehanna
River flow among the models. There are substantial seasonal variations in the changes of temperature
and river flow between the late 20th and mid‐21st century. Warming in air during the summer is greatest
and has smaller intermodel differences than other seasons (Figure 2b). The river flow is projected to increase
up to 40% during the winter months (December–February; Figure 2c). The spring flow is also projected to
increase, but there are large uncertainties among the models. Most models predict a moderate decrease in
river flow in summer, with a 5–10% decline in the model ensemble mean.

Figure 2. (a) Projected change in the annual mean air temperature (at 2 m above the surface) over Chesapeake Bay versus projected change in Jan–May average
Susquehanna River discharge between the late 20th and mid‐21st century, obtained from six GCM‐RCM models in the NARCCAP ensemble. GCMs are labeled
with lowercase letters, and RCMs are labeled with capital letters. The full model names and references are listed in Table 1. The red stars mark three GCM‐RCMs
used for the hypoxia projections. Scatter plots of projected changes in monthly mean air temperature (b) and monthly mean Susquehanna River flow (c). In (b) and
(c), open circles indicate the value of each model in (a); solid circles indicate the ensemble mean.
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For the climate downscaling projections for Chesapeake Bay hypoxia, we selected RCM3_gfdl,
HRM3_hadcm3, and WRFG_cgcm3 which capture the spreads among the NARCCAP ensemble members
(Figure 2a). RCM3_gfdl is the Regional Climate Model version 3 (RCM3, Pal et al., 2007) driven by the
Geophysical Fluid Dynamics Laboratory model (GFDL, Delworth et al., 2006), projecting relatively low tem-
perature and streamflow changes. HRM3_hadcm3 is the Hadley Regional Climate Model (HRM3, Jones
et al., 2003) driven by the Hadley Centre CoupledModel version 3 (HadCM3, Gordon et al., 2000), projecting
moderate temperature increase but large streamflow increase. WRFG_cgcm3 is the Weather Research and
Forecasting Grell model (WRFG; Skamarock et al., 2005) driven by the Third Generation Coupled Global
Climate Model (CGCM3; Flato, 2005), projecting large temperature increase but moderate streamflow
increase. Figure 3 shows the projected monthly changes in air temperature and the Susquehanna River flow
from the three RCMs. WRFG_cgcm3 projects large temperature increases (about 1.9 °C) with weak seasonal
variations. It also predicts the river flow to increase in winter and spring, decrease slightly in summer, and
increase substantially in the fall. RCM3_gfdl predicts smaller warming (about 1.4 °C) with strong seasonal
variations. It also projects an increase in the winter river discharge but mostly decreases in other seasons.
HRM3_hadcm3 predicts moderate increases in temperature (about 1.7 °C) but with strong seasonal varia-
tions and large increases in winter river flows but small changes of either sign during other seasons.
These three GCM‐RCM combinations are not only representative of the ensemble mean projection but also
capture the spreads within the NACCARP ensemble.

Hypoxia in Chesapeake Bay experienced dramatic expansion due to eutrophication between the 1950s and
1980s but has stabilized since the mid‐1990s (Hagy et al., 2004). We chose 10 years (1989–1998) in the late
20th century within the NARCCAP historical period to conduct ROMS‐RCA reference simulations.
ROMS‐RCA future simulations were conducted for 10 years (2049–2058) in the mid‐21st century. The
ROMS hydrodynamic model was spun up for 2 years to reach a quasi steady state and then run continuously
for the late 20th century (1989–1998) and mid‐21st century (2049–2058) simulations, respectively. The initial
condition of the RCA biogeochemical model was based on Chesapeake Bay Programmonitoring data for the
historical period but adjusted to include the effects of warming on decreasing oxygen solubility in the mid‐
21st century. Specifically, oxygen saturation concentration is calculated using temperature and salinity from
the historical and future ROMSmodel runs. Adding the difference in the oxygen saturation concentration to
the initial O2 condition in the historical RCA run then sets the initial condition for the future RCA run.

Figure 3. Projected changes in surface air temperature over Chesapeake Bay (left column) and Susquehanna River dis-
charge (right column) between the late 20th century and mid‐21st century, obtained from WRFG_cgcm3 (a, b),
RCM3_gfdl (c, d), and HRM3_hadcm3 (e, f).
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3. Results
3.1. Simulated O2 Change

To show O2 changes between the late 20th and mid‐21st century, we calculated the climatological mean (10‐
year average) O2 concentration for the summer months (June–August) and plotted its distribution along the
center deep channel (its location marked in Figure 1c). For comparison, observed O2 at a number of mon-
itoring stations managed by Chesapeake Bay Program (https://www.chesapeakebay.net) were interpolated
onto the model grids along the deep channel of the estuary (Figure 4, obs). ROMS‐RCA produced realistic
simulations of the observed O2 distribution in 1989–1998: The hypoxic water occupies the deep channel
in themid‐Bay (Figures 4a, 4d, and 4g). The Taylor diagram (Taylor, 2001) provides a quantitative evaluation
of themodel's skill in predicting the time series of the surface and bottomO2 at a mid‐Baymonitoring station
(CB 4.3C) as well the time series of the hypoxic (O2 < 2mg L−1) and anoxic (O2 < 0.2 mg L−1) volumes in the
Bay (Figure 5). These thresholds of hypoxia and anoxia are chosen according to hypoxia‐related ecological
effects (Hagy et al., 2004). The correlation coefficient varies from 0.90 to 0.95, indicating that ROMS‐RCA
accurately captures the phase information in the O2 time series. The normalized standard derivation

Figure 4. Observed (top panel) and (a, d, g) simulated climatological mean distribution of the summer O2 concentration along the center deep channel of
Chesapeake Bay in the late 20th century. The thick black line is the O2 = 2 mg L−1 contour which defines the threshold oxygen concentration for hypoxia.
(b, e, h) O2 changes between the late 20th and mid‐21st century. (c, f, i) Vertical profiles of the mean oxygen concentration of the deep water region (>20 m) of
Chesapeake Bay in the late 20th century (blue) and the mid‐21st century (red) plotted versus the relative depth, which is defined as the depth of a layer divided by
the total water depth. The RCMs are WRFG_cgcm3 (a–c), RCM3_gfdl (d–f), and HRM3_hadcm3 (g–i).
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straddles around 1, indicating that the model does a good job in reproducing the amplitude of variations in
the observed time series. The model's performance is nearly as good as a hindcast simulation of 1989–1998
forced by the reanalysis product North American Regional Reanalysis and shows an improved skill when
compared with previous modeling efforts (e.g., Irby et al., 2016).

By 2049–2058, O2 declines nearly everywhere (Figures 4b, 4e, and 4h). The largest reduction appears in the
subsurface water and in the lower bay. O2 concentration shows a small reduction in the northern part of the
hypoxic zone (between 38.6 and 39.1°N) in the model runs forced by WRFG_cgcm3 and RCM3_gfdl and
even a slight increase in the model runs forced by HRM3_hadcm3. To better quantify the O2 changes, we
plotted the vertical profiles of O2 concentration in the deep channel (>20 m; Figures 4c, 4f, and 4i). O2 con-
centration shifts lower at all depths, with smaller decreases in the deep water.

Compared to the late 20th century, the hypoxic area in the mid‐21st century expands seaward and upward
(Figures 6a, 6d, and 6g). This leads to large increases in the hypoxic (O2 ≤ 2 mg L−1) and anoxic (O2≤ 0.2 mg
L−1) volumes (Figures 6b, 6e, and 6h and Figures 6c, 6f, and 6i). These volumes were averaged over 1989–
1998 and 2049–2058, respectively. For comparison, we also plotted the averaged observed hypoxic and
anoxic volumes for 1989–1998. ROMS‐RCA captured the observed seasonal variations of the hypoxic and
anoxic volumes, although the model run forced by HRM3_hadcm3 underestimated the anoxic volume
(Figure 6i). Despite intermodel differences, all the three model runs project substantial increases in the

Figure 5. Taylor diagram for the time series for the bottom (a) and surface (b) O2 concentration at CB4.3C (38.56°N,
−76.43°W) and the hypoxic (c) and anoxic (d) volume. ROMS‐RCA is forced by NARR and RCMs (WRFG_cgcm3,
RCM3_gfdl, HRM3_hadcm3). Both the model fields and observation were interpolated to 1st and 15th of each calendar
month.
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hypoxic and anoxic volumes in the future climate (Figure 6 and Table 3). WRFG_cgcm3 and RCM3_gfdl
predict larger increases (20–30%), while HRM3_hadcm3 predicts smaller increases (~10%). The expansion
of the hypoxic and anoxic volumes is significantly larger in early to midsummer (June–July) than in late
summer (August and September). Another major change from the late 20th to the mid‐21st century is the
earlier initiation of hypoxia, from several days to nearly 2 weeks. RCM3_gfdl and HRM3_hadcm3 also
project an earlier termination of hypoxia and a shorter hypoxia duration (Table 3).

3.2. Causes of Oxygen Decline

To determine the cause(s) for the O2 decline, a diagnostic analysis was conducted of the O2 budget in a fixed
control volume V for the bottom water. V was selected to encompass all the waters below 10‐m depth in the
main stem of Chesapeake Bay, ranging between the Rappahannock River in the south and the Patapsco
River in the north (Figure 1d). The O2 budget over the control volume is derived from the full conservation
equation given by

∂O2

∂t
¼ −u

∂O2

∂x
−v

∂O2

∂y
−w

∂O2

∂z
þ ∂
∂x

KH
∂O2

∂x

� �
þ ∂
∂y

KH
∂O2

∂y

� �
þ ∂
∂z

KV
∂O2

∂z

� �

þ WCR þ SOD þ Fair−sea þ Pphyto;

(1)

where x, y, and z stand for the longitudinal (along‐channel, namely, the major axis of the depth‐averaged
tidal flows), lateral (cross‐channel), and vertical directions, respectively (see Xie et al., 2017 for a more
detailed definition); u, v, andw represent the velocity components in these directions; KH and KV are the hor-
izontal and vertical diffusivities, respectively; WCR is the water column O2 uptake and includes algal

Figure 6. (a, d, g) Climatological mean position of the O2 = 2 mg L−1 isoline in the along‐channel section during the late 20th century (solid line) and mid‐21st
century (dashed line). Time series of the projected climatological mean hypoxic (second column) and anoxic (third column) volumes in Chesapeake Bay during
the late 20th century (solid lines) and mid‐21st century (dashed lines), projected by WRFG_cgcm3 (a–c), RCM3_gfdl (d–f), and HRM3_hadcm3 (g–i). The gray line
indicates the mean and one standard deviation of the observed hypoxic and anoxic volumes during the late 20th century.
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respiration, organic matter oxidation, nitrification, and oxidation of sulfide/methane; SOD is the sediment
oxygen demand; Fair − sea is O2 flux across the air‐sea interface; and Pphyto is O2 produced by
phytoplankton in the euphotic layer.

Integrating equation (1) over control volume V for the bottom water yields

∂MO2

∂t
¼ ∬

A1
−uO2ð Þdydz

zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{Fhadv

þ ∬
A1

KH
∂O2

∂x

� �
dydz

zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{Fhdiff

þ ∬ −vO2ð Þdxdz þ ∬ KH
∂O2

∂y

� �
dxdz

þ ∬
A2

−wO2ð Þdxdy
zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{Fvadv

þ ∬
A2

KV
∂O2

∂z

� �
dxdy

zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{Fvdiff

þ∭
V

WCRð Þdxdydz þ ∬
A3

SODð Þdxdy; (2)

whereMO2 is the total O2 content (unit = kg) in V (Li et al., 2015). Fhadv and Fhdiff represent the horizontal
advective and diffusive influxes of O2 into the cross‐channel section (A1) in the lower Bay. Since V intersects
the bottom of the shallow upper Bay as well as the lateral boundary of the deep channel, the landward out-
flux and lateral fluxes are zero there (third and fourth term in equation (2)). Fvadv and Fvdiff represent the
vertical advective and diffusive fluxes across the upper boundary (A2) of V. WCR and SOD are integrated
over V and the water‐sediment interface (A3) separately. Since the euphotic layer depth in the estuary is typi-
cally shallower than the 10‐m depth, O2 production due to phytoplankton is very small in the bottom water
and hence neglected in equation (2) (see also Li et al., 2015, 2016). As shown by Li et al. (2016), MO2 in the
control volume is highly negatively correlated with the hypoxic volume. Therefore, an analysis of the O2

budget can tell us about the physical and biogeochemical processes driving the changes in the hypoxic
and anoxic volumes.

Figure 7 shows the time series of monthly averaged Fhadv, Fhdiff, Fvadv, Fvdiff,WCR, and SOD for the two dec-
ades 1989–1998 and 2049–2058, obtained from the ROMS‐RCA model run forced by WRFG_cgcm3. Over 1
year, three physical processes dominate the supply of O2 to the bottom hypoxic water: The vertical diffusive
Fvdiff and advective Fvadv fluxes supply O2 to the bottom water while the horizontal advective flux Fhadv
imports high‐O2 water in the lower Bay to the mid‐Bay hypoxic region. Two biological terms WCR and
SOD consume O2, with WCR as the dominant consumption term. Between the late 20th and mid‐21st cen-
tury, Fvdiff, Fvadv, and WCR display the largest changes. During the summer, Fvadv decreases by 10%, and
Fvdiff decreases by 18%, indicating that the vertical O2 supply is reduced. Fhadv and Fhdiff have moderate

Table 3
Model Projections for the Seasonal Averaged Water Temperature, Winter‐Spring Susquehanna River Flow (Averaged Over January–May), Relative Sea Level Rise
(RSLR), Annual Cumulative and Averaged Summer (June–August) Hypoxic Volume (HV) and Anoxic Volume (AV), the Duration (Days), Initiation, and
Termination Days of Hypoxia (Day of Year, Threshold is Set at 0.5 km3) in the Main Stem of Chesapeake Bay for the Late 20th and mid‐21st Century

WRFG_cgcm3 RCM3_gfdl HRM3_hadcm3

Late 20th Mid‐21st Change Late 20th Mid‐21st Change Late 20th Mid‐21st Change

Water
temperature
(°C)

Winter 6.3 (±0.7) 8.3 (±0.4) 2.0 6.1 (±0.7) 7.6 (±0.5) 1.5 6.1 (±0.8) 7.5 (±0.8) 1.4
Spring 11.9 (±0.4) 13.6 (±0.7) 1.7 11.3 (±0.9) 12.2 (±0.7) 0.9 12.2 (±0.8) 12.9 (±1.0) 0.7
Summer 24.8 (±0.3) 26.2 (±0.4) 1.4 24.1 (±0.5) 25.6 (±0.4) 1.5 25.1 (±0.6) 26.5 (±0.5) 1.4
Fall 19.4 (±0.5) 21.2 (±0.6) 1.8 18.5 (±0.4) 20.1 (±0.5) 1.6 19.4 (±0.5) 21.1 (±0.4) 1.7

River flow
(m3 s−1)

Jan–May 1,794 2,045 251 (14%) 1,794 1,886 92 (5%) 1,794 2,237 443 (25%)

RSLR (m) — — 0.45 — — 0.43 — — 0.31
HV Average (km3) 8.5 (±1.3) 10.5 (±1.0) 2.0 (24%) 8.1 (±1.3) 10.0 (±1.4) 1.9 (23%) 7.6 (±1.3) 8.3 (±1.6) 0.7 (9%)
AV 2.7 (±0.8) 3.4 (±0.6) 0.6 (23%) 2.6 (±0.7) 3.4 (±0.8) 0.8 (29%) 2.1 (±0.7) 2.2 (±0.8) 0.4 (2%)
HV Cumulative

(km3 days)
943 (±161) 1,231 (±179) 288 (31%) 883 (±150) 1,092 (±196) 209 (24%) 857 (±123) 936 (±181) 79 (9%)

AV 273 (±76) 344 (±70) 71 (26%) 255 (±75) 330 (±87) 75 (29%) 209 (±59) 213 (±77) 4 (2%)
Onset Day of year 132 (±9) 120 (±10) −12 132 (±11) 131 (±10) −1 129 (±5) 126 (±7) −3
End 273 (±9) 274 (±11) +1 271 (±9) 267 (±9) −4 270 (±8) 265 (±10) −5
Duration 141 (±11) 154 (±11) +13 139 (±14) 136 (±13) −3 141 (±8) 139 (±12) −2

Note. The numbers in the parentheses indicate one standard deviation. The percentage numbers in the bracket are noted as relative change.
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reductions. On the other hand,WCR is substantially smaller in the future
climate while SOD shows a small reduction. Therefore, both the physical
O2 supply and biological consumption decrease with climate change.
During the winter and early spring when biological production is weak,
however, WCR and SOD show slight increases. The sum of the budget
terms on the right‐hand side of equation (2) for both simulation periods
(1989–1998 and 2049–2058) is nearly the same as the rate of change in
the O2 content in the control volume, confirming that the numerical cal-
culations of these budget terms are accurate.

The vertical advective and diffusive fluxes of O2 are regulated by the
strength of the vertical stratification (Li et al., 2015; Scully, 2010). With
sea level rise and higher winter‐spring river flow in the future climate
(Figure 3 and Table 3), stratification in the estuary becomes stronger
(Figure 8). The surface salinity increases by 0.5–1 psu, and the bottom sali-
nity is 1–2 psu higher during summer (Figures 8a and 8b). In the along‐
channel section, saline bottom water penetrates further into the estuary
while the brackish surface water spreads seaward in the lower bay
(Figure 8d). The Brunt–Väisälä frequency (N2) averaged over the estuary
increases by 2.6 × 10−4 s−2, with larger stratification increases on the shal-
low shoals than in the deep channel (Figures 8c and 9a). The stronger stra-
tification suppresses turbulent mixing, resulting in weaker diffusive
supply of O2 to the bottom water in the future climate and the expansion
of hypoxic region (Figure 9c).

It should be pointed out that the physical O2 supply terms not only depend on the physical fields such as
velocities and diffusivity but also depend on the O2 concentration itself (see equation (2)). Part of the changes
in Fvdiff and Fvadv could be related to the lower O2 in the future climate. The reduction in the vertical diffu-
sive flux Fvdiff is larger during summer (Figure 7) and is partly caused by the large O2 decline in the surface
layer and the associated weakening of the vertical O2 gradient in the pycnocline (Figures 4b, 4e, and 4h). The
horizontal advective flux Fhadv also decreases in the future climate. The estuarine circulation is moderately
stronger in the future climate, in agreement with Hong and Shen (2012). However, the seaward expansion of

Figure 7. (a) Time series of the oxygen budget terms in the control volume
during the late 20th century (solid lines with circles) and mid‐21st century
(dashed lines with circles), as projected by WRFG_cgcm3. (b) Time series of
the sum of oxygen budget terms for the late 20th century (blue cross) and
mid‐21st century (red cross), compared with oxygen content change rate for
the late 20th century (blue bar) andmid‐21st century (red bar) in the control
volume.

Figure 8. Changes in the summer averaged (a) surface salinity, (b) bottom salinity, and (c) vertically averaged buoyancy frequency N2 between the late 20th century
and mid‐21st century, as projected in the model simulation forced by WRFG_cgcm3. (d) The summer‐averaged along‐channel salinity distribution in the late 20th
century (upper panel) and mid‐21st century (middle panel), and changes in the vertically averaged summer stratification N2 (lower panel) between the two periods.
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the hypoxic region and O2 reduction in the lower Bay, as shown in Figures 4b, 4e, and 4h, lowers the O2 con-
centration in the incoming water, such that Fhadv (a product of u and O2) is reduced in the future climate.

Sea level rise may also contribute to worsening hypoxia in the future climate by increasing the volume of
Chesapeake Bay and creating more space to develop hypoxia. To examine this, monthly averaged changes
in the pycnocline depth and hypoxic‐line depth (isoline of O2 = 2mg L−1) were calculated over the hypoxic
region from May to September (Figure 9b). The pycnocline depth will be 0.3–0.6 m shallower, and hypoxic‐
line depth will be 1.25 m shallower, according to the model simulation forced byWRFG_cgcm3. Clearly, the
hypoxic water is able to fill in the extra volume created by sea level rise. Furthermore, the greater shoaling of
the hypoxic line relative to the pycnocline suggests that other processes such as WCR also contribute to the
upward expansion of hypoxic water.

The water column respiration shows large decreases during the summer and small increases earlier in the
year (Figure 7). WCR depends on the organic matter produced during the spring bloom. The winter‐spring
phytoplankton bloom terminates earlier (Figure 10a), and the total particulate organic carbon in the water
column accumulates slightly faster during the spring (Figure 10b). Also, the temperature‐dependent oxida-
tion rate of organic matter in the water column and sediment is higher early in the year, resulting in an ear-
lier onset of hypoxia. On the other hand, the summer phytoplankton biomass increases in early summer
(May and June) but decreases in late summer and early fall (July to September; Figure 10a). With the pro-
jected warming from WRFG_cgcm3, the summer water temperature will reach 26.5 °C, exceeding the

Figure 9. (a) Monthly averaged changes in buoyancy frequency N2 over Chesapeake Bay from May to September. (b) Changes in the depth of pycnocline and
hypoxic line (isoline of O2 = 2 mg L−1) from May to September. (c) Increases in the hypoxic area from May to September, as projected in the model run forced
by WRFG_cgcm3.

Figure 10. (a) Monthly averaged phytoplankton biomass in the euphotic layer during the late 20th century (solid lines)
and mid‐21st century (dashed lines) for the winter‐spring species (green) and summer species (pink) as projected by
WRFG_cgcm3. (b) Daily averaged total particulate organic carbon (POC) in the whole water column during the late 20th
century (blue) and mid‐21st century (red).
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optimal growth temperature (25 °C) for the summer phytoplankton species and suppressing their produc-
tion. Less organic matter is produced for the export to deeper waters (Figure 10b), resulting in a large reduc-
tion in the summerWCR (Figure 7). These biogeochemical changes account for the earlier hypoxia onset and
more rapid disintegration of hypoxia and anoxia seen in Figure 6.

In addition to the physical and biological factors discussed above, decreasing O2 solubility could contribute
to the expansion of hypoxia in the future climate. The solubility effect varies seasonally: larger O2 reductions
in winter and fall and smaller reductions in summer (Figure 11a). Over a year, the oxygen content change
due to decreasing solubility accounts for about one half of the total reduction in the bottom‐water oxygen
content between late 20th century and mid‐21st century (Figure 11b). Warming affects not only solubility
but also biological consumption. We conducted an additional model run for the mid‐21st century that simu-
lates the full effects of temperature increase in the RCA biogeochemical model while keeping the same
hydrodynamic field as that in the late 20th century. The O2 difference between this hypothetical model
run and the historical simulation thus represents the combined effects of solubility and biological consump-
tion due to the temperature increase between late 20th century and mid‐21st century (compare the blue and
black dashed lines in Figure 11a). During the spring, O2 loss due to higher biological consumption is com-
parable to that due to the reduced solubility. During the summer and early fall, however, the biological con-
sumption decreases and offsets the O2 loss due to solubility, resulting in a net O2 gain (Figure 11b).

Given that both the physical supply and biological consumption decrease with climate change, why is the
hypoxia more severe in the future climate? An examination of the overall balance among the various terms
in the budget gives us some insights. Equation (2) was integrated over the entire year or over the summer
(June–August) to produce the time‐integrated budget terms (Figures 12a and 12c). All the physical supply
terms decline in the future climate. The vertical diffusive flux experiences the largest reduction. Either the
vertical advective flux or the horizontal advective flux has the second largest reduction, depending on
whether the budget is integrated over the summer or the entire year. The two biological consumption terms
also decrease in the future climate, with WCR being the bigger contributor. Despite the compensative
changes in the physical supply and biological consumption, the O2 content is lower in the mid‐21st century
than in the late 20th century (Figure 12b), consistent with the projected increases in the hypoxic and anoxic
volumes (Figure 6). Next we compare the total change in the bottom‐water O2 content with that due to solu-
bility change. The solubility‐induced change is equivalent to 69% of the total content change during the sum-
mer but is larger when integrated over a year, presumably because of the large WCR reduction in late
summer and fall. It should be pointed out that individual terms in the O2 budget are ~1–2 orders larger than
the net O2 content change (term on the left hand of equation (2)) and the O2 content loss due to solubility (cf.

Figure 11. (a) The total oxygen content in the control volume (black) and hypothetical changes in the oxygen content due
to solubility change (red) at the late 20th century (solid lines) and mid‐21st century (dashed lines), as projected by
WRFG_cgcm3. The blue line is the oxygen content calculated from a model run of the mid‐21st century in which the full
effects of temperature are simulated in RCA but the hydrodynamic field is kept the same as that in the historical simulation
period. (b) Changes in the oxygen content of the control volume (black bar), changes due to solubility (red bar), and
changes due to the combined effects of solubility and biological consumption (blue bar) between the late 20th century and
mid‐21st century.
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Figures 12a and 12b). It also should be noted that the numerical evaluations of the O2 budget terms contain a
small (7%) error, but it is considerably smaller than the changes of the individual terms (see Figure 7b).

4. Discussion and Conclusion

In the open ocean, climate change brings about stronger upper‐ocean stratification, reduced solubility, and
increased microbial respiration, all pointing to increasing deoxygenation in the future climate. Moreover,
decreasing solubility was found to be the dominant driver for the O2 decline in the upper open ocean
(Schmidtko et al., 2017). In contrast, our budget analysis of bottom‐water O2 in Chesapeake Bay reveals intri-
guingly different physical and biogeochemical responses to climate change in a eutrophic estuary. Using the
downscaled climate projections and a coupled hydrodynamic‐biogeochemical model, we projected that the
hypoxic and anoxic volumes in Chesapeake Bay would increase by 10–30% between the late 20th and mid‐
21st century. Despite the differences among the three RCM projections, the projected increases in hypoxia in
this eutrophic estuary are similar. This increase of 10–30% in the hypoxic and anoxic volumes is larger than
the increases obtained from the model runs that considered simplified changes from climate model projec-
tions (Irby et al., 2018; Wang et al., 2017), suggesting possible nonlinear synergistic effects among different
climate change factors.

The combined effects of sea level rise and larger winter‐spring runoff lead to stronger stratification in the
future climate, resulting in larger reductions in the vertical diffusive and advective O2 fluxes to the bottom
water. While turbulent mixing is known to be suppressed in stratified water, previous studies (Lerczak &
Geyer, 2004; Scully, 2010; Li et al., 2015; Xie & Li, 2018) also showed that vertical advection due to lateral
circulation decreases under stronger stratification. Therefore, one certain aspect about the impact of

Figure 12. Integrated oxygen budget terms over the summer (a) and whole year (c) in the late 20th century (blue bars) and
mid‐21st century (red bars). The net change of oxygen content in the control volume (black bars) and the change of
oxygen content due to solubility change (red bars) over summer (b) and whole year (d) between the late 20th century and
mid‐21st century.

10.1029/2019JC015274Journal of Geophysical Research: Oceans

NI ET AL. 8284



climate change on estuarine hypoxia is the increasing stratification and decreasing vertical supply of O2 to
the bottom water. The import of high‐O2 coastal water by estuarine return flow is also a significant source
of O2 to the hypoxic region (Li et al., 2015, 2016). According to our analysis, Fhadv decreases in the future
climate, primarily due to the seaward expansion of hypoxia and O2 reduction in the lower Bay.

The simplified climate change numerical experiments by Wang et al. (2017) and Irby et al. (2018) showed
that sea level rise amplifies the estuarine transport and leads to stronger import of higher‐O2 coastal water
to the hypoxic region in the mid‐Bay. The net effect of sea level rise on estuarine hypoxia ultimately
depends on the competition between the stronger vertical stratification and stronger inflows and is the sub-
ject of an ongoing model intercomparison study. Also, these studies superimposed the projected sea level
rise onto the sea level oscillations at the offshore boundary and did not consider the geomorphic change
with sea level rise (e.g., inundation of low‐lying land areas) and its effects on tidal dynamics and
estuarine circulation.

Climate‐induced shifts in phenology in marine ecosystems have been well documented (e.g., Edwards &
Richardson, 2004; Kirby et al., 2007; Nixon et al., 2009). Our model shows the earlier shifts of both winter‐
spring and summer phytoplankton species (Figure 10), in concert with the earlier initiation of hypoxia in
spring and more rapid disintegration of hypoxia in late summer and early fall. These results are consistent
with a recent retrospective analysis of 30‐year monitoring data in Chesapeake Bay by Testa et al. (2018)
and Murphy et al. (2011). They observed an increase in winter phytoplankton biomass in landward regions,
elevated early summer hypoxic volumes, and a decreasing trend of late summer hypoxia. Testa et al. (2018)
found that warming led to elevated rates of organic matter degradation and “speeding‐up” of the typical sea-
sonal cycle. Similar climate warming effects were observed on terrestrial ecosystems and biogeochemisty
over land (Elmore et al., 2016). In the ROMS‐RCA model, the phytoplankton community is represented
by two functional groups: winter‐spring species and summer species. Warming leads to earlier bloom of
the winter‐spring species and smaller biomass of the summer species. Although the retrospective data ana-
lysis by Testa et al. (2018) is consistent with our model results, one cannot rule out the possibility that new
plankton species able to tolerate higher temperature may migrate to Chesapeake Bay in the future climate
(Barton et al., 2016). Should this happen, the water column respiration may increase during the summer sea-
son and drive more severe hypoxia.

While ocean warming and sea level rise were considered in this study, changes of nutrient concentration
in the open ocean were not considered. Such nutrient changes were found to induce 20–30% reduction of
biological production on the northwest European shelf as increased stratification in a warming climate
reduced oceanic nutrient supply (Gröger et al., 2013; Holt et al., 2012). However, in a eutrophic estuary
like Chesapeake Bay, the nutrient loading from the rivers is 1–2 orders of magnitude larger than the
nutrient input from the adjacent ocean (Nixon, 1987; Kemp et al., 2005). Nutrient concentration changes
in the open ocean are expected to have a minor effect on hypoxia in this estuary. Nevertheless, the north-
ward shift of Gulf Stream, which is not fully resolved in the oceanic GCMs, may cause a greater reduc-
tion in oxygen solubility in the northwest Atlantic shelf (Claret et al., 2018). This may decrease O2

concentration in the incoming bottom water from the shelf and exacerbate the hypoxic condition in
Chesapeake Bay.

This study did not consider the effects of nutrient reductions that might be implemented to meet water qual-
ity standards. When the mandated nutrient reductions for Chesapeake Bay were considered, Irby et al.
(2018) found that the negative impacts of climate change in 2050 were significantly smaller than improve-
ments in O2 due to the nutrient reduction. Saraiva et al. (2019a) reached a similar conclusion when studying
the combined effects of changing nutrient loads from land and changing climate on the Baltic Sea during the
21st century. It would be interesting to extend our study to include the effects of different nutrient‐reduction
scenarios in the future.

Our goal here is not only to make climate downscaling projections on Chesapeake Bay hypoxia but also to
gain better understanding of physical and biogeochemical controls of hypoxia under climate change. To
make robust future projections, particularly for the late 21st century when the range of climate change sce-
narios is much wider, one would need to expand the uncertainty analysis by including more greenhouse gas
concentration scenarios and nutrient loading scenarios, as done recently for the Baltic Sea by Saraiva
et al. (2019b).
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